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Possible errata

Consider the work of God:
for who can make that straight, which he hath made crooked?

Ecclesiastes 7:13
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91. 12  there’s no n in statement; instead of % it should be ;Tnm but of course this would be
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Foreword

This is an introduction to some geometric aspects of G-function theory. Most of the results presented
here appear in print for the first time; hence this text is something intermediate between a standard
monograph and a research article; it is not a complete survey of the topic.

Except for geometric chapters (1.3.3, I, IX, X), I have tried to keep it reasonably self-contained; for
instance, the second part may be used as an introduction to p-adic analysis, starting from a few basic facts
which are recalled in IV.1.1. T have included about forty exercises, most of them giving some complements
to the main text.
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Notations

General notations

N is the set of natural numbers; Z (resp. Q, R, C) is the ring (resp. the field) of integers (resp. of rational
numbers, of real numbers, of complex numbers). If p is a prime number, F,, denotes the prime field Z/pZ
and Z, (resp. Qp) the ring of p-adic integers (resp. the field of p-adic rational numbers). For ¢ € R, we
shall write log™ ¢ for log max(1,t); one has log™ t,t5 < log™ ; +1log™ t5. We denote by [t] the integral part
of t: [t] € Z, [t] <t < [t] +1. We denote by lim (resp. lim) the upper (resp. lower) limit of a sequence of
real numbers. If f, g are two functions of a real variable, with g > 0, we write f = O(g) if there exists a
constant C' > 0 such that |f(x)] < Cg(x) for all sufficiently large x; we write f = o(g) (resp. f ~ g) if

limy 00 % =0 (resp. 1).

Places
Symbols.
Q a fixed algebraic closure of the field of rational numbers,
K a number field; that is to say, a subfield of Q which is a finite extension of Q,
Ok the ring of integers in K,
d=[K:Q) the degree of K over Q,
> or X(K) the set of all places of K,

Xy (resp. o) the subset of finite (resp. infinite) places,
v|porp=p(w) v lies above the place p of Q,

K, a completion of K with respect to v € X,

dy = [Ky : Qpevy]  the local degree at v € X; one has d =3, do.

Normalisation.
| o the absolute value in K, normalised in the following way:
Ip(v)|y = p(v) = ifve Y (ultrametric case),
€], = € |% if v € ¥ (archimedean case), where
| | denotes the euclidean absolute value on K, for v € ¥,
C, a completion of an algebraic closure of K,; | |, extends to C,,
i, : K — C, or K, the natural embedding.

Remarks. The symbol ) will denote a summation with all v € ¥(K). For any finite extension K’ of
K, any ¢ € K and v € ¥(K), one has [{|, = [[,exn(x) [(lx,w, and all factors have the same value; see
[13],[16] for this material.

Rings
Let R be a commutative entire ring with unit. We shall use the following entire rings (with standard
operations):
R[z] the polynomial ring over R; more generally,
R[z] the polynomial ring in several commuting indeterminates x = (z1,...,,) over R,
R(x) the fraction field of R[z],
R[z] the ring of formal powers series over R,
R((z)) the fraction field of R[z],
M,(R) the ring of square matrices of size p over R; we shall identify M, (R((z))) with M,(R)(x)),
GL,(R) the group of its invertible elements,
Torl, its unit,
(}7:) for Y € M,(R), (};) =) WYY —1)--- (Y — (n — 1)I) whenever n! is invertible in R,

-

the transposed matrix of Y € M, (R).

vi



Notations vii

We shall also denote by M, ,,(R) the abelian group of matrices with p rows, v columns, whose entries
belong to R. For Y € M,, ,,(R), we shall denote by ;;Y € R the (4, j)-entry of Y. Let us assume that R is a
field. For Y € M, ,(R((x))), we shall denote by Y, € M, ,,(R) the coefficient of ™ in Y, and by ;;Y,, € R
the coefficient of 2™ in ;;Y € R((x)). For Y, Z € M,, ,(R((x))), the Hadamard product Y «Z € M,, ,,(R((z)))
is defined by ;;(Y * Z),, = ;Y5 - i Zpn. Then (M, ,(R((2))), +, *) is a (nonentire) ring with unit; the entries
of its unit are -1~ € R((x)).

Differential operators

Differential polynomials in 0 = x% (resp. in %) and their coefficients, are denoted by Roman (resp.

— la* _ Nwely 1l d
Greek) letters, e.g. A= 4 — >0 Vg 47

References

Quotations like “cf. III(8)”, or “Theorem IV 5.3” indicate a reference to Formula (8) in Chapter III, resp.
to the theorem proved in Subsection 5.3 of Chapter IV. When there are several propositions etc... in a
single subsection, they are numbered.



Introduction

This booklet is by itself an introduction, because it is the first one devoted to G-function theory. However
this does not mean that G-functions constitute a new topic: they were brought in by C. L. Siegel in 1929,
in his famous paper on applications of diophantine approximation. He defined G-functions to be the
formal power series y = > a,z™ whose coefficients a,, lie in some algebraic number field K, which fulfil
the following three conditions:

i) the maximum of the moduli of the conjugates of a, grows at most geometrically with n (i.e. is
bounded by C™),

ii) there exists a sequence of natural numbers (d,,) which grows at most geometrically such that d,a,,
is integral for every m < n (i.e. the “common denominator” of ag - - - a,, grows at most geometrically

with n),
iii) y satisfies some linear homogeneous differential equation
d~ ar-t
TV P gyt oy =0

with rational function coefficients v, € K(x).

After giving some examples, (hypergeometric series o F, abelian integrals...), Siegel stated some results
that he could obtain using the techniques he worked out for so-called E-functions in the same paper, but
did not give any detail concerning the proof.

Except for scattered results about particular cases, it was not before forty years later that G-function
theory started to develop slowly as a modest chapter of diophantine approximation, in the direction
indicated by Siegel. In 1981 a fundamental paper of E. Bombieri appeared, in which not only he proved
some of Siegel’s irrationality statements in general form (relying on some previous work of A. I. Galockin),
but also, and more significantly, he pointed out the local-to-global nature of the theory.

Since then, the theory overflowed out of its original setting, and new connections with arithmetic
algebraic geometry appeared (through the works of D. V. and G. V. Chudnovsky, F. Beukers, and the
author); a few of them constitute the matter of the present book.

G-functions and differential equations

Meanwhile, point iii) tended to disappear in the definition of G-functions — maybe because many authors
studied components of solutions of linear systems, for which Siegel’s definition seems (unduly) insufficient?
However this is unfortunate: for instance the (uncountably many) series which satisfy i) and ii) may be
quite “pathological”, while the (countable) set of G-functions enjoys nice properties, such as the following
one (see Chapter VI):

Theorem A. Any G-function y € K[z] satisfies [[ R,(y) > 0, where v runs over the places of K such
that the radius of convergence R,(y) of y (considered as a v-adic function) is finite.

Roughly speaking, this means that the v-adic radii of convergence cannot be too small; whether the
converse statement holds, under iii), is an interesting open problem (see Chapter V for a partial answer).

In fact, lefting iii) aside in the definition of G-function is more unfortunate, because it sacrifices the
geometric nature of Siegel’s concept, in light of the following conjecture:

Conjecture. G-functions are exactly the solutions in Q[x] of geometric differential equations (over Q).

Such a statement is currently believed in by the experts, and our only originality at this point consists
in providing a minimal definition of “geometric” differential equations (or polynomials):

Namely they are elements of the multiplicative submonoid of the Weyl algebra Q [1’, %] generated by
all factors of Picard—Fuchs differential polynomials which control the cohomology of smooth varieties over
Q(=) (one can even consider only proper smooth varieties without changing the submonoid, see Chapter
10).

One of the main aims in the second part of this book is to prove half of this conjecture, namely:
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Theorem B. Any solution in Q[z] of a geometric differential equation is a G-function.
(See V app.. The difficult case is when 0 is a singularity).

The converse statement seems for the moment to lie beyond the scope of current methods, though
some approach already exists via “diagonals” (see Chapter I).

We content ourselves with proving that differential equations satisfied by G-functions share with
geometric differential equations very nice p-adic features.

More precisely, let A be a differential equation as in point iii) above, and let v be a finite place of
K; then we denote by R,(A) the supremum of the real numbers » < 1 such that A admits a full set
of solutions, analytic in the v-adic disk of radius r, centred at a “generic” point (see Chapter IV): for
instance, every geometric differential equation has R, = 1 for almost every v (see Chapter V, Appendix.)
We prove in Chapters IV,V,VI the following result:

Theorem C. Let A be a differential equation of minimal order, satisfied by a series y € K[z]. The
following assertions are equivalent:

1) y is a G-function,
2) I[, Ru(A) > 0.

The second condition defines what Bombieri calls “Fuchsian differential operator of arithmetic type”;
however, for reasons explained in Chapter IV, we shall prefer “G-operator”.

Hence we have reduced the above conjecture to a classieal conjecture of Bombieri-Dwork, which asserts
that G-operators should be “geometric”.

The proof of these theorems combines local methods (weak Frobenius structure...) and global methods
(Hermite—Padé approximants, & la Chudnovsky). In fact, we give quantitative results which relate
Bombieri’s size of y to [[ Ry(y) and [[ R, (A). In the same direction, we also compare the algebraic
structure of the two sets of functions that the conjecture would identify:

Theorem D. G-functions (resp. solutions of geometric differential equations) form a subspace of Q[x]
which is stable under both usual (= Cauchy) and coefficientwise (= Hadamard) product.

This includes the following fact: if Y y,a™ satisfies some geometric differential equation, so does
S yNa™ for any positive integer N, whose proof relies heavily upon Hodge theory (degeneration of Leray
spectral sequence and semisimplicity of the monodromy for proper smooth morphisms, see Chapter II).

On the other side, the units in the algebra of all G-functions (under the usual product) are exactly the
invertible algebraic functions in Q[z]. Generalising a conjecture of Christol, we expect in addition that
G-functions whose inverse satisfies condition ii) above (about denominators) are exactly the diagonals of
rational (or algebraic, which amounts to the same) functions.

Special values of G-functions

Via Theorem B, G-functions become a new tool in arithmetic algebraic geometry thanks to the diophantine
theory of their “special values”, see Chapter VII. The basic result tells that, given G-functions y1,...,y,
and a positive integer ¢, there exists a constant ¢ (< power of § 4+ 1) with the following property: for

any nonzero integers a, b such that |b| > cla|®, then any polynomial relation p (y1 (£),...,y. (%)) =0
of degree 9, with coefficients in the base field K, enters as a factor in the specialisation at x = ¢ of
some functional relation ¢(yi1,...,y,) = 0 between the y;’s (with coefficients in K (z)). In fact, this

statement has a many-coloured meaning: indeed, one may understand the symbol y; (%) as the value in

the completion K, taken by the v-adic Taylor series y; at the point § € Q C K, for any place v of K
such that y; converges at that point; the constant ¢ does not depend on v.

Bombieri has discovered the possibility of handling several, or even all of these places simultaneously,
which leads to a sort of “Hasse principle” for values of G-functions. Using Theorems A and C in order to
simplify his hypotheses, one may express this Hasse principle as follows, via the notion of a global relation.
According to Bombieri, we say that a relation p(y1(€),...,y.(§)) = 0 is a global (resp. trivial) relation if
it holds v-adically for every place v of K for which |{|, < min (R, (y1),..., Ru(yu),1) (resp. if it comes
from a functional relation by specialisation at ¢). Then the following finiteness assertion holds true:

Theorem E. Let [[[5 denote the set of points £ € Q where there exists some global nontrivial relation
of degree 0 at & between given G-functions y1,...,¥,. Then J]]; has bounded height (at most a power of
d+1).

In particular, any subset of [[[; of bounded degree over Q is finite. In fact Theorem E is effective; the
bound for the height depends only on ¢, the size of the y;’s, the order of the differential equations they
satisfy, the height and the cardinality of the singular locus of these differential equations. Theorem E
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or simple experiments show that relations between values of algebraic functions at rational points are
“almost never” global. Nevertheless global relations may sometimes be found for some carefully chosen £ in
this special case, and this leads eventually to results of a new kind concerning the diophantine geometry
of curves. Let us present here two such results:

Theorem F. Let y™ = ¢(z) define an irreducible curve C, with ¢ € Z[z], monic of degree n. Assume
moreover that m and n have a prime common factor £ > 3. Then

i) there are only finitely many rational points (y, z) on C such that no prime = 1 mod ¢ divides the
denominator of z; in fact, one has the bound H(z) < 1010"2H(q)8” for any such point (for any
polynomial p € Q[z], we denote by H(p) the maximum among the absolute values of the numerators
and denominators of the coefficients);

ii) there are only finitely many totally real points in C'(Q) with bounded denominator and degree.

The method of proof of Theorem E is a transcendence argument, namely the so-called Gelfond’s
method. The same transcendence method, when applied in a different way to series which satisfy properties
i) and ii) in the definition of G-functions, furnishes new criteria of rationality. Before giving an example,
let us note that y = > a,x™ satisfies i) and ii) iff its size o(y) = n@o Lh(ao, ..., ay) is finite, where h

denotes the logarithmic invariant height on the space K™.

Theorem G. A series y € K[x] is rational iff for every embedding K — C, y defines a meromorphic
function on a complex disk of radius > exp(120(y)).

In fact, it is possible to give much stronger variants, assuming for instance only a uniformisation
property (cf. Chapter VIII), and this leads to Chudnovsky’s criterium of algebraicity, from which they
deduce a simple effective proof of the isogeny theorem for elliptic curves over Q.

G-functions and periods of algebraic varieties

Let X be a proper smooth variety over Q C C. We call “period of X” in degree n, any coefficient divided
by (2im)™ of the representative matrix of the canonical isomorphism

P Hip(X) ®5C —— H"(X2",Q) ®q C,

with respect to bases selected in the algebraic de Rham cohomology H[y (X) = H"(X,Q%), resp. in the
rational singular cohomology of the associated analytic manifold X2". An element ¢ € H3r'(X) is called
a Hodge cycle if it lies at the level F™ of the Hodge filtration, and if (2im)~"p%™(t) lies in the rational
space H*™ (X2 Q). The double rationality feature of Hodge cycles (relatively to the Q-space of de Rham
cohomology, resp. to the Q(2im)-space of singular cohomology) has the following consequence: every
Hodge cycle in @™ HI(X) € H2p™(X?") (Kiinneth) gives rise to polynomial relations with coefficients
in Q(2i7) among the periods of X (in degree n).

Grothendieck’s conjecture. Every polynomial with coefficients in Q(2im) among the periods “comes
from Hodge cycles” (see IX.2 for a more precise statement). This is known for elliptic curves with complex
multiplication (G. V. Chudnovsky), and for linear relations among periods of any abelian variety (G.
Wiistholz). Nevertheless, Grothendieck’s conjecture still remains an outstanding open problem in the
case of abelian varieties. We present here a new approach via G-functions. Indeed, when X varies
in a one-parameter family, the periods are given by the values of analytic functions on the base: the
“relative periods”, which satisfy suitable Picard—Fuchs differential equations. Moreover, expanding the
locally invariant relative periods around a “strong degeneration” (see IX.3,4) in Taylor series, one obtains
G-functions — in fact diagonals of rational functions — and it becomes possible to apply the results of the
previous paragraph. Making use of results from the theory of variation of Hodge structure, one can prove
(IX.5):

Theorem H. Let X — S be an abelian scheme of relative dimension g over an affine curve S defined
over a finite extension K of Q in C, and let us assume that the fibre of the connected Néron model at
some point sg € (S\S)(K) is a torus. Let 6 > 0, and let s € S(K) be sufficiently close to sg in S(C) (this
proximity condition depends on §, K, “the” height of s, ... see IX.5). Then every polynomial relation with
coefficients in K, of degree < §, between the values at s of the 2¢2 locally invariant relative periods around
so, comes from Hodge cycles. In Chapter IX we shall also develop similar results for some projective
morphisms more general than abelian schemes; they apparently fall beyond the range of any other current
method.
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Global relations among periods

We have seen with Theorem E how the existence of global relations leads to much stronger results. Such
a favourable situation is encountered in the presence of “exceptional” Hodge cycles in a fibre X, for
instance when there exist elements of End X which do not come from Endg X. In Chapter X we shall
study a typical case, and prove:

Theorem I. Let X/ be an abelian scheme as in Theorem H. Let us assume in addition that the geometric

generic fibre is simple of odd dimension g. Then there are only finitely many fibres X, (s € S(Q)) with
bounded residual degree [K(s) : K], for which there is no ring embedding End X, — M,(Q).

(Note that there does exist an embedding Endg X < My(Q) because of the degeneration at sq.)

For g > 1 we believe that this type of result is new (and it is “effective”). For g = 1, exceptional
fibres X are elliptic curves with complex multiplication, [K(s) : K] is essentially the class number of
the order of complex multiplication, so that the statement is classical: there are only finitely many
discriminants with given class number. However our G-function method does not cover this special case
— unfortunately, because it would otherwise yield an effective version of Siegel’s theorem which links
quantitatively discriminant and class number of definite binary quadratic forms!

Vista: global relations and the “mysterious functor”

The failure of the previous method for ¢ = 1 and more generally the need for dealing with all periods of
X, and not only the values at s of the locally invariant relative periods, lead one to expand the relative
periods no longer at the degeneration sgp, but instead at some point s; of S. This raises at once two
problems:

i) the expansions at s; are no longer G-functions, but only linear combinations of G-functions, say
Y1, -, Yag2, With coefficients in the field K(Z’Xsl) generated by the periods of X,,. The difficulty
which arise in constructing special relations among the “archimedean values” y1(s),...,¥ss2(5)
(using periods relations on X) is often easily overcome by choosing K(px,, ) as small as possible,
e.g. X, of CM type.

ii) (most serious) How to construct relations between the p-adic values at s of y1,...,ys52 when s is
p-adically close to s; and “exceptional” — for instance when End X is bigger than Endg X7

A natural way of dealing with this problem is by imitation of the archimedean case. Here the isomorphism
px, should be replaced by the functorial p()?z obtained by composing Grothendieck’s “mysterious isomorph-
ism” which relates the de Rham cohomology to the p-adic étale cohomology, and Artin’s isomorphism

which links étale and singular cohomology (once a double embedding of the ground number field K@ C
Cp

is given). J. M. Fontaine and W. Messing (and later G. Faltings in a more general setting) have indeed

constructed this “mysterious” isomorphism (which involves the definition of a p-adic analogue of 2ir), and

the associated p-adic periods (which live in C,((2i7))). By functoriality of pgfz, nontrivial endomorphisms

on X, lead to period relations, exactly as in the complex case. Unfortunately, the behaviour of pgfz when

X, varies in a family remains rather mysterious. In fact a solution to the above point ii) seems to depend
upon the following:

Problem. How can one relate the p-adic periods of X to the values at s of the G-functions y1,...,y4427?
More generally, what are the properties of the mysterious functor with respect to horizontality?

For the applications, the supersingular case is crucial; on the other side, one can raise this problem
not only for abelian schemes.

Anyway, a nice answer would be of importance: aside from giving an effective version of Siegel’s
theorem as mentioned above, it would also suggest that relations between values at £ € K C C, say, of
solutions yi,...,y, in K[z] of an absolutely irreducible G-operator A (for which 0 is ordinary), have a
“tendency” to be factors of global relations, thus providing a large range of applications to Theorem E. The
heuristic reasons for this are as follows: granting the Bombieri-Dwork conjecture, we may first replace
A by a Picard-Fuchs equation associated with a proper smooth K[z](,)-scheme X. The Grothendieck
conjecture for the product Xy x X¢ would now show that a relation ¢(y1(§), ..., yn(§)) = 0 with coefficients
in K comes from Hodge cycles. Deligne’s hope states that Hodge cycles should be absolute (see Appendix
to IX); this would enable us to write similar relations g, (y1(§),. .., ys(§) = 0 which hold v-adically for
every archimedean place v of K for which the v-adic values y;(€) are defined. Furthermore, there is a
conjecture of Fontaine which asserts that the “variety of p-adic periods” of X, should be isomorphic

to the variety of complex periods (with respect to a double embedding K‘@ C ); in fact, this is a
(Cp
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consequence of a consequence of a more general conjecture about the behaviour of absolute Hodge cycles
under pgzg&). Together with a favourable answer to the absolute problem, this tends to show that there are
corresponding relations ¢, at the finite places. On multiplying these (finitely many) relations ¢, for all v
such that |£], < Ry(y1,---,Yn), we would at last obtain a global elation, “containing” the initial relation
as a factor.

For other potential applications, we refer to the last section of Chapter X. In fact, we believe that
the above problem is a key for understanding and resolving a whole hierarchy of arithmetico-geometric
problems.

The reader may now skip to the last appendix of the book, where a short and typical application of
Theorem E is given: a new proof of the transcendence of .

Here, however, we can only hope that we have given some feeling for the intricate links which relate
G-functions to arithmetic algebraic geometry.



Part One

What are G-functions?



Chapter I

G-functions

G-functions appeared in Siegel’s paper[17] about diophantine approximation, and led in this context to an
extensive literature (see[1] for a small list). In this chapter we present a definition of G-functions (inspired
by Bombieri “local-to-global” setting [1]), and define two basic related invariants, namely the size o (which
coincides with Bombieri’s one, ibid.) and the global radius. We then turn to examples: rational functions,
diagonals, polylogarithms and generalised hypergeometric functions, which we study with some detail; our
presentation of diagonals is inspired by Christol [4]. At last we gather some “pathologies”.

In the next chapter, we shall explore what should be G-functions (conjecturally).

1 Heights and sizes

1.1 Height of algebraic numbers [14]

7

Let ¢ € Q an algebraic number, lying in some number field K. If ( # 0, the following “product formula

holds:
> logl¢l, = 0.
veEX(K)

The (logarithmic absolute) height of ¢ is defined to be
> log* (¢l = h(Q).

veES(K)

One has h(¢") = |r|h(¢) for any ¢ € K and r € Q. Thanks to our normalisations, h(¢) depends only
on ¢ but not on K. Thus the height is well-defined over Q. Let p = ao [[(z — ¢;) € Z[z] the minimal
polynomial of ¢ over Z. Then the so-called Mahler measure of {, defined as M (¢) = |ag| [[ max(1, |¢;]), is
related to the height via the formula

[Q(C) : QJA(C) = log M (C)

1
:/ log ‘p (627”\’71)‘ dt (Jensen’s formula)
0
1 L
= lim —log™ |Resultant (p, Z xz> ‘ (Langevin’s formula).
n—oo N ot

For a finite family (Ay)x of matrices, such that all entries belong to K, we set

h(Are) = ) 10g+gljaz(|z‘jAk|v~

veEX(K)

Once again, this quantity does not depend on the choice of the number field which contains the entries
ijAk: of the Ak’S.
The following classical inequality holds:

h(AB) < h(A) + h(B) + log v, for any A e M, ,(Q), Be M, ,(Q).

On the other hand, given A € M, ,(K) of rank p < v, one can find a nonzero matrix B € M, 1(Ok) such
that AB =0, and

W(B) < ——(h(A) +logv + c(K)),

v—p
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where ¢(K) depends only on K.
Indeed, taking components relative to some Q-basis of K inside Ok, and using the last displayed
formula, one sees that it suffices to handle the case K = Q, where it follows easily from the box principle

v
(“Siegel’s lemma”, which appeared in the same paper [17]); the point is that A carries (Z <n > into
>_
p =
(Z <nu|A|l ) , so that if (2n + 1) > (2v||4||n 4+ 1)#, then two distinct elements of (Z <n > have the
Sn Al e

same image under A, and the difference gives an element of <Z <on > which is killed by A.
>—2n

1.2 Height of polynomials
Let Y € M, ,(Q[z]), Y =3 Y,a". We write as usual degY = max{n :Y,, # 0} for Y # 0. We shall set:
h(Y) = (1+degY) ™ h((Yn)n).

For = v =1, it is easy to check that (14 degy)h(y) < > (h({) +log2), where ¢ runs over the roots of y.

1.3 Height of formal power series; G-functions

Let Y € M, ,(Q[z]), Y =Y, -, Yaz". We denote by Y<y the truncated series Zg:o Y,z" € M, ., (Q[x]).
We set: - o

N—oc0

This is a well-defined quantity in [0,00]. One checks immediately that this definition reduces to the
previous one when Y has only finitely many (actually < 1+ degY’) nonzero coefficients.

Definition 1.3.1. A G-function is a formal power series y € Q[x] whose height h(y) is finite, and which
is annihilated by some nonzero element of Q [:c, %]

Explanation. This is equivalent to the classical definition (Siegel [17]): y = >, <o yn2™ € Q[z] is a
G-function if and only if all the coefficients belong to some fixed number field K, and

i) for every v € ¥oo; D, 50 tw(yn)2™ € Cy[z] defines an analytic function around 0,

ii) there exists a sequence of natural integers (d,,)neny which grows at most geometrically, such that
dnym € Ok for m=0,...,n,

ili) y satisfies a linear homogeneous differential equation with coefficients in K (z). This equivalence will
be proved in 2.3.

1.4 Size of Laurent series

Let Y € M, ,(Q(z), Y = Y ons>_n Yoz, We set

) {O if Y is a Laurent polynomial (i.e. if almost all coefficients are 0)
o _

" | h(@NY)  otherwise.

One checks immediately that this definition depends only on Y, and not on N. The generalisation to the
case of a finite family of matrices is immediate.
We shall also use constantly the convenient notation

1
hon(Y) = glﬁajilog+ lij Yil, ;

v b)
j<v
k<n

here v denotes a place of some number field K which contains the coefficients ;;Y}, of the (i, j)-entries of
Yifori<up, j<v, k<n.

However the nonnegative real number ) h, »(Y") does not depend on the choice of K (by the Remark
made in the index of notations).

Lemma 1.4.1. o(Y) = Tim Y 5, o (Y).
n—oo
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— 1 —
oY) = zli%lomh(yo""’y“’(”) L Z max log™ |3 Yal,
<

k<w(l)
— 1 +
= nhﬁrgo Z - rlngajc log™ |i;Ynl, -
v J<v
m<n
O
Remark 1.4.2. We could everywhere replace the indexing set of summation ¥(K) by X (resp. X).

Denoting by hy,o (resp. heo,0o0) the corresponding notions — finite (resp. infinite) part of the height or
size — the above proof shows that of(Y) = lim 37 . hyn(Y). Assume that all coefficients of the entries
n—oo

of Y lie in a fixed number field K. Let d,, the common denominator in N\{0} of the entries Yp,...,Y,.

One has
o¢(Y) < log lim dn <dos(Y).

n—oo

The elementary proof is omitted.

Lemma 1.4.3. Let Y € M, ,(Q((z))).

a) max o (;Y)<o(Y)=0(CY) < Z ), for any ¢ € Q,

b) o (%Y) <o(Y), for any n € N,
c) if the residue Y_; of Y vanishes, o ([ Y) < o(Y) + 1,

d) for ¢ € Q, set Y¢) = > Yu("2". Then o (Y(C)> < oY)+ h(Q).
Let (Y[k}) , be a subset of M,, ,(Q((x))), then:

e) o (X Yw) <o ((Yiu),) <X (Vu),
£) o ("Yiw) < o (Yin),
g) if p=wv, o ([[Y) < (1 +log N)o ((Vin),,)-

Proof. The proof a,b,d,e,f is straightforward, using Lemma 1.4.1. Let us prove ¢): by direct computation,

we find
hv,n(Y) lf v E Eoo

hon (/ Y) < 1 L.
’ 0 hyn(Y) + —maxlog|m|, " ifve Xy,
n m<n

so that o (fom Y) <o(Y)+lim %L loglem(1,2,...,n), and the inequality ¢) follows from the prime number
theorem. In order to prove g), we use a trick introduced in this context by Shidlovsky (see Galoc¢kin [10,
Lemma 7]). First we assume without loss of generality that Yz € M, (Q[z]). Let K be the extension of

Q generated by the m first coefficients ;;Yy; of the entries ;;Y[x) of the Y;)’s, and set Y = Hszl Yir- We
have
“w
Z Z il1Y1m1l1l2Y21m1 T lN—leNlmN‘

S mp=m =1
For a finite place v € X, this gives
N
(*) 10g+ |inm|7j < max Z 10g+ |ikak1mk |v .

myfmy=m
T15eeyiN, 15 dN B=1

By reordering Y7, ..., Yy, we may suppose that m; > mg > --- > my, hence kmy < m. This yields

log™ Yinl, < Z max maxlog™ ik Ym | o

mk<".’ TkyJk
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from which we deduce N
1
V)<Y thop (Yin),)-
k=1

For an infinite place v € X, we have to add an extra term to the right hand side of (x), namely
log #{m1,...,mn : > my = m} + log p, which is o(m); in this case we deduce

<Z ho,z ((Yig),,) + o(1).

By summing over v € 3X(K), we find

N

0= (1) o (0i)) < (01080 (0,

k=1

2 Radii

2.1 Local radii of convergence

Let K be a number field, and let y = >° -, yn2"™ € K[z]. Then for any v € Eg, 3 iy (yn)2" € C,[7]
defines a v-adic Taylor series y(”); we denote by R, (y) € [0, o] its radius of convergence. By Hadamard’s

formula, R, (y) = hm [Ynlv ™. More generally, for any Laurent series y = 3 -y y,2" € K((z)), we set
R,(y) = R,(zN ) thls definition depends only on y but not on N.

2.2 The global radius
ForY € M, ,(K((z)), we set

Zlog <m1nR( )>1€[0,oo].

Lemma 2.2.1. p(Y) = Z lim h, ,(Y); p is invariant under finite extension of K.
n—oo
Proof. Hadamard’s formula yields

Zmath log™ |;;Yn thmaxlog lijYnl, -

Thus it is enough to show that

1 1
lim —maxlog? |;;¥;,|, = im —maxlog™ |;;Y,|, .
n—oo N 4,j n—oo 1N, 1,)
m<n

This is a special case, for ¢, = maxlog™ |ijYnl,, of the well-known inequality
0]

= /.

1 —
lim —maxt,, < lim —
n—oo N m<n n—oo N

Indeed, for any € > 0, let M. < N, such that t </l+¢ form > M, and t;y’; < ﬁf ¢ for m < M. Then

1 m\ tm m\ tm
—maxt, <max| max |— | —, max —)— .
n m<n m<M:. \ N m M:.<m<N:. \nNn m

The second assertion comes readily from the first one. O

~

Remark 2.2.2. Here again we could replace the indexing set of summation X(K) by Xy (resp. Xoo).
The above proof yields corresponding formulae

= Tmhyn(Y),  peo(Y)= D Tmhy, (Y

’UEEf VEY oo

Furthermore p(Y) = pf(Y) = poo(Y), and 050 (Y) < poc(Y).
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Lemma 2.2.3. Let Y € M, ,(K((2))).
a) maxp (;;Y) = p(Y) = p(CY), for any ¢ € K,
Z’j

b) p(3Y) = p(Y),
c) if the residue Y_; of ¥ vanishes, p ([} Y) = p(Y),
Q) for ¢ € K, p (Yie)) < p(¥) + h(0).

Let (Y[k])liv:l be a subset of M, ,(K((«))), then

&) (32 Vim) < 2 ((Vin),) = mascp (Vi)
£) p (") < X0 (Vi)
8) it p=v, p (] ¥i) < maxp (V).
Proof. Straightforward. O

2.3

We now prove the equivalence stated in 1.3. Let y € K[z]. Assume that h(y) < co. By Lemmas 1.4.1
and 2.2.1, one gets poo(y) < 0o and o4(y) < oo. The first (resp. second) inequality implies condition 1.3
i) (resp. 1.3 ii), taking into account Remark 1.4.2. Conversely, assume that for any v € X, R,(y) >0

(condition 1.3 i), and that lim dj < oo (condition 1.3 ii), where d,, denotes the common denominator in
n—oo
N\{0} of yo,...,yn. Then

— 1
o(y) < 0oo(y) +07(y) < poc(y) +log lim di < oc.

At last, let A = 4 — 2?701 Y; & then A > yn2™) =0 = Q(vo,y1,...) is a number field.

dzt = Jdxi>

3 Several variables; diagonalisation

3.1

All what precedes extends in a straightforward manner to the case of elements of K (z)) = K((«1,...,2,)).
For a multi-index n € N, we denote by |n| its length >~ n;; 2™ means [[ 2. Lety = > yna™ € K((x));
for any place v of K, we set B

1
hon(y) = — mex 1og™ [y -

We also define the global radius (resp. size) by:
ply) = Iim hon(y),
o(y) = Tim > hon(y).
For v = 1, previous lemma show the compatibility with original definitions.

3.2 Diagonalisation

One defines the diagonalisation map A, from K ((x)) to K((z)) by the formula

A (Z yﬂg&) = Z y(n,n,“,,n)iﬂn.

n>0
This is a useful tool to produce G-functions, through the following lemma (see 4.2):

Lemma 3.2.1. The following inequalities hold:

p(Au(y)) <vp(y),
o (Au(y) <vo(y).
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Proof. This follows immediately from the obvious inequality

hv,n (Av(y)) < hv,nu(y)'
[

Remark 3.2.2 (Deligne). Assume that for some infinite place v of K, y(*) := 34, (yn) 2 is analytic at
0 € CY, with v > 1. Then A,Y is represented by the integral formula

(- dxg -+ - dx,
(2mv/—1) = :/ e B for € and |z| small enough.

Y
|z2|="=|z, |=¢€ Lo Ty
L1 Ty =T

This follows from the residue formula:

ni

v=1) _ pdos-oode, ™ ifm=ng=-=mn,
(QWW) /ﬂﬂ;l— o= Ex _{O

To:- Ty otherwise.
1T2° Ty =T

Remark 3.2.3. It seems that diagonals were first introduced in the study of Hadamard products (see e.g.
[2]). This relationship is given by the formula

AL/ (y1($1), .o .,y,,(x,,)) =Y k- kY.

3.3 Geometric interpretation

Let us set W = Spec K (x)[z]/(x122 - - —x), with v > 1. Let (E,V) be a coherent module with
integrable connection over some affine open subset U of W, and let 6 be some horizontal K (U)-linear map
from E to K((z)); in other words, y := 6(e), for some e € T'E, is a solution in K((z)) of an “integrable
differential equation”.

We consider the K (z)-linear map:

dzy - - - dz, .
App:e® 2 S, AL (0(e)), for all local sections e of E.
a:‘2 .. ‘r/J/

Proposition 3.3.1. The map A, ¢ induces a horizontal map from the algebraic de Rham cohomology
group HYz' (U, (E,V)) endowed with Gauss-Manin connection relative to K (z) (see [11]), to K((z))
endowed with exterior derivative.

Proof. The smooth scheme U is affine, thus there is an isomorphism
Hig'(U,(B, V) =~ By © O k(0 /VV 1 (EU ® U e () ) ,

where the value at % of the Gauss—Manin connection acts through V (ﬁ) on E. The statement
1T2Ty)

would follow from Deligne’s integral formula if 6(e)(*) were analytic at 0 for some v € X.,. However
this can fail if 0 corresponds to an irregular singularity of (E, V); thus we shall rather translate a purely

algebraic argument from Christol [4]. The relation ) dfi L =0 in O /K (x> together with the formula
A, (a: f’g@) rL A, (0(e)), yields

Avo (VH <e® dxg...df;i...dmu>>
xQIzdIu
:AI/G xiv 8 e_xlv i e ®d1‘2dl’zdxl/
s 8(Ez a.’bl Lo Ti+ Ty

o (50 5) -

Therefore A, ¢ factors through HJ YU, (E,V)). In order to prove the horizontality statement, we fix
ZTa,...,T, and get

Ay |21V 0 €®M =A, xlag(e) :xiAue €®M .
, dxy To- T, 0z, dz =0 o,
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Corollary 3.3.2. Assume that HY; ' (U, (E,V)) is finite-dimensional over K(z) (assume for instance
that (E, V) has only regular singular points, see next chapter, 2.2) then for y = 6(e) as above, A, (y)
satisfies an ordinary linear homogeneous differential equation with coefficients in K (x).

Corollary 3.3.3. Assume that 6 is a solution in K((z)) of the Picard-Fuchs system Hiy(Y/K(z))
of a smooth proper K (z)-variety Y. Then A,y is a solution in K((x)) of the Picard-Fuchs system
Hé‘l'{l'_l(Z/K(x)) of a smooth K (x)-variety Z.

Proof. Let V be an open dense subset of Spec K {g, ﬁ

Xy

} such that Y extends to a smooth proper

morphism Yy ER V', and let us denote by ¢ the obvious smooth morphism V' — Spec K |z -

Vs zq-xy,

Let us consider the cartesian squares:

Z——— Yy
| I
U——V
l ;
W —— Spec K [g, ﬁ} .

According to the proposition, A, ¢ is a solution in K ((z)) of HYz'(U/K (z), Hiz(Z/U)).
On the other hand, there is the Leray spectral sequence

(%) Hin ' (U/K (2), Hig(Z/U) == Hig "~ (Z/K ().

Let us extend the scalars K to C; since f¢ is proper and smooth, the Leray spectral sequence of local
systems R*“lgc,R* fc,(C) = R*T~1(gfc), (C) degenerates [6, 2.4]. It follows from the comparison
theorem that (x) also degenerates as a spectral sequence of K (z)-vector spaces with connection. Thus
A, g is a solution of H¥ 1 (Z/K(x)). O

Remark 3.3.4. Combining Corollary 3.3.3 with Remark 3.2.3, we get that if > a,a™ satisfies a Picard—
Fuchs equation from projective geometry, then for any N, Y aXNa™ satisfies a Picard—Fuchs equation.

4 Examples

We shall study four typical classes of G-functions, each of which is stable under Hadamard product; namely:
rational functions, diagonals of rational functions in several variables, polylogarithms and hypergeometric
functions (geometric and hypergeometric series were already put forward by C. L. Siegel [17], and G-
functions borrow their generic name from these special cases). Each of these series satisfies some linear
homogeneous differential equation, which turns out to come from geometry.

4.1 Rational functions

Let y € K(x), and let us write pol(y) for the set of poles of y. We may write y as the quotient %
of two polynomials in Og[x]. Let us write N for the norm of the first nonzero coefficient of g; then
y € Ok [#]((@)). On the other hand, it is immediate that p(y) < co. Since such series occur frequently,
we state a

Definition 4.1.1 (Christol). A Laurent series y € K((x)) is globally bounded if and only if
i) for any v € X(K), R,(y) > 0,
ii) there exists N € N* such that y € O [+](@)).

Lemma 4.1.2. Any y € K(x) satisfies p(y) = o(y) = h(pol(y)).

Proof. We have R, (y) = min¢cpoi(y) [¢|v for any v € E(K), whence the equality p(y) = h(pol(y)).

On the other side, the fact that y is globally bounded implies h, ,(y) = 0 for almost all v, and all
n. Using Lemmas 1.4.1 and 2.2.1, we come by the inequality o(y) < p(y). In order to show that it is
an equality, it suffices to establish the existence of the limit lim,,_,o by n(y) for any v € L(K); but this
follows from the fact that the coefficients of y satisfy linear recurrence equations for n > 0 (see Remark
4.1.4 below), or by decomposition into simple elements. O
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Remark 4.1.3. This lemma, together with the identity %% = (% — %) % show that rational functions

are G-functions.

Remark 4.1.4. The lemma generalises immediately to the case of a matrix ¥ € M, ,(K(z)). The
stability of M), , (K (z)) under Hadamard product is easily seen using the characterisation of rational series:
y € K(z) < 3N e N*, 3Y,Z € My(K) such that Y;, = tr Y Z" (existence of recurrence relations); we
have the formula (Y7 *Y3), = tr (Y1 ® Y2) (Z1 ® Z5)", with obvious notations.

4.2 Diagonals of rational functions

We shall denote by K[z](,) the localisation of the ring K|z] = K[z1,...,2,] at the ideal generated by
Z1,...,2,, and by K{z} the henselisation of K[z]| at the ideal generated by x (i.e. the subring of K[x] of
algebraic elements over K (x)).

Definition 4.2.1. Elements in the target A, (K[z](,)) of the diagonalisation map restricted to K[z])
are called diagonals of rational functions (over K).

Remark 4.2.2. Let us consider again the geometric interpretation of A, in 3.3. In the present case, let
§ € Klz](y), with p,q € K[z]. We may take for U the subset of X where ¢ does not vanish; E = Oy,
endowed with exterior derivative V; 6: the standard horizontal map Oy — K((x)), where x is replaced by
T2z T €= L. We have HYZ WU, (B, V) = HY; ' (U), the ordinary algebraic de Rham cohomology
of the smooth affine scheme U. This is a finite-dimensional K (x)-vector space; see [15] for an algebraic
proof which does not use resolution of singularities. According to Corollary 3.3.3, diagonals of rational
functions satisfy “Picard—Fuchs” differential equations associated to smooth affine K (x)-schemes.

Lemma 4.2.3. Let y € K[z], y = A, (g) be a diagonal of rational function. Then y is a globally
bounded G-function, and o(y) < p(y) < oco.

Proof. We may assume that p,q € Ok|z]; let us denote by N the norm of ¢(0) # 0. Then it is clear that
% € Ok and y € Ok [%} [x]. On the other side, the v-adic radius of convergence R, g is nonzero for
every v € X(K), and the same holds for R, (y) according to Hadamard’s formula. Using the last remark,

this shows that y is a globally bounded G-function. The deduction o(y) < p(y) is made as in Lemma
4.1.2. In fact, it could be shown that o (y) = ps(y) < vhy (q(0)~') < vh(q(0)). O

It happens that diagonals of rational functions occur very frequently, even though it is often difficult to
find the (nonunique) relevant rational function. To explain this fact, G. Christol [5] has set the following
conjecture up:

Conjecture 4.2.4. Every globally bounded solution in K[z] of a linear homogeneous differential equation
with coefficients in K[x] is the diagonal of some rational function.

In other words, every globally bounded G-function should be a diagonal. We now prove that algebraic
functions are diagonals of rational functions in two variables (Christol-Furstenberg [3][9]). Consequently,
they are globally bounded (Eisenstein).

Proposition 4.2.5. The equality Ay (K[z1, %2)(4,,2,)) = K{z} holds.
Sketch of proof. In fact we shall only consider the inclusion D. Let y € K{z} and let r(y,z) := 0 be

a polynomial equation for y. Assuming that »(0,0) =0 or £0, & # 0, we shall exhibit a

" 91(0,0) ’ &‘(070)

rational function % such that As (%) =y. We set q(x1,x2) = %r(ml,mlxg), so that % € K[z1,22](2, ,2.)
d 2 0
M D22 .0) 7
Let us consider the following diagram (where W and U have the same meaning as in Remark 4.2.2,
and Z = W\U):

= 1 1 Reszuqoy
0 ———— Hig(WU{0}) ———— Hgr(U)

J

0 ————— Hig(W) ————— Hap(U)

HY(ZU{0}) ———0

%
NG T
~
~
NS

SN (17 p—|

where all arrows are horizontal maps, and where the horizontal rows are the residue exact sequences:
Resyz is the “coefficient of %”, given at the stage of differential forms by

(pdw2> (561)1 P
Resz |—— | = | =— —
q T2 0z X2

q(x1,22)=0
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Now the derivation % extends in a unique way to K (z,y), whence a connection on this space, which can be
identified with the Gauss—Manin connection on H°(Z). It follows that the image of y € K (z,y) ~ H°(2)
under ¢ is given by the class of 2 - % where p = xlxg(%z.

The following diagram of horizontal maps

Higp(U) «— H(Z) «=— K(z,y)

] 1

K|[z] K[x]

(where 6 is defined in the above remark) shows that (Ag g o ¢) (V) satisfies the same differential equation
as y, and

It follows that y = Ay (Mﬂ) O

q Oxa
For a proof of the reversed inclusion C, with an argument from linguistics, see [8, 5].

Remark 4.2.6. The stability of diagonals of rational functions under Hadamard product is immediate
from the formula:

Apigvy (M1 (21,0 @0 ) T2 (T b1y - o s Togbn)) = Ay 71 % Ay, 1o,

However the subclass of algebraic functions is not stable under *; by way of counterexample, one may
take (Jungen, 1931):

N

(1—2)2x(1—2)"

A4(@—fy—@i2—x3—mg)_2ﬂ(3’;1J)
> () G

which is transcendental.

4.3 Polylogarithms

We turn back to more down-to-earth examples. Let Ly = " - i—: be the kth polylogarithmic series. It
satisfies the “unipotent” differential equation:

d1-z( d\"
il =) I, =
dr = <x dx) k=0

obtained from the chain rule x%Lk = Ly_1, Ly = +%; the other solutions can be expressed by means of

1—a’
k=1 x; the singularities are 0,1, co.

Lemma 4.3.1. One has p(L;) =0, o(Ly) = k.

the functions 1,logz, ..., log

Proof. This is a straightforward consequence of the prime number theorem. O

T Lk
Moreover, one can show that khm AT
—

ek =1 (cf. Lemma 2.2.3g); see ch. VIIL.
(oo}

Remark 4.3.2. Integration of any formal power series y is nothing but the Hadamard product zy * L.

4.4 Generalised hypergeometric functions

For a € Q, we set (a)o =1, (a)nt1 = (a+n)(a)n, and for a = (a1,...,a,) € Q* weset (a), =[5 _;(am)n.
To any couple (a,b) in (Q\{—N})" x (Q\{—N})”, we associate the hypergeometric function

y=F(a,b,z) = Z (g)nx”.

n>0 (b) n

Lemma 4.4.1. The three conditions p(y) < 0o, o(y) < oo and pu = v are equivalent. If they are satisfied,
one has

p(y) = o(y) < max <Z (2hs(am) = hf(bm)) 70> .

m=1
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Proof. Either of the conditions p(y) < 0o, o(y) < oo implies that for v € ¥, R,(y) > 0 which implies in
turn that u < v, and R,(y) > 1 (hence poo(y) = 0oo(y) = 0). Let N be the greatest common denominator
of the a,,, by,’s; for p > N and n — oo, we have

(am)n 1

— O pogn ,
G| — o)
oo
(o) |, ’

1
and (den %) "~ 2 (Stirling, see the appendix). The former two estimates, together with the

divergence of > _ v lzg’ff, show that p(y) <o = u>v.

The latter two estimates show that o(y) < oo = p > v. Conversely the first and the third estimates
show that p = v implies finiteness for p and o, and that

p(y) = Z n@o hp,na
pIN

o(y) = n@o Z hep.n-
pIN

A straightforward computation (remaking that |(am)n|p = |am|y if [al, > 1) then leads to the inequality

ply) = o(y) < max (Z (2logden a,, —logdenb,,), 0) .

m=1

O

Remark 4.4.2. We could define hypergeometric series for parameters (a,b) in (K\{—N})**" for any
number field. However it follows from methods of Chapter VI that such a hypergeometric series is a
G-function only if (a,b) € (Q\{-N})*", see VI ex. 1.

Remark 4.4.3. G. Christol [5] has determined all globally bounded hypergeometric functions. The extra
condition is the following one: let N as above; then for any M with 0 < M < N and (M, N) =1, and for
any positive integer j with j < p, #{i : Ma;, < Mb;} > #{i : Mb; < Mb,}; here < is the total ordering
of R defined by

y<z <= y+[-y<z+[-zlor (y+[-yl=z2+[-2andy > z).

Let us now introduce the classical Meijer G-functions, which however are not G-functions in Siegel’s sense!
These are integrals of Mellin—Barnes type over a suitable loop:

T —s) [[T(Q—a;+5)
1 = =
Gf;f(a,bax):QW\/jlj{ il =1 - z® ds for0<m<pu, 0<n<w.
IT ra=b;+s) J] T(a-s)
j=m+1 j=n+1

In the case u = v, these functions satisfy some Fuchsian differential equation. Namely,
z =G a,b, (1))

satisfies the equation
Iz p d
(%) (—1)“:3:Jl;[l(a—aj—i—l)z:jl;[l(a—bj)z where@zwa,

whose singularities are z = 0, (—1)* and oo.
The link with hypergeometric series is given by the formulae

13 7
[Ir®) ' IIr®)

Fla,bz) = 51— qnl ( b —m) 2l Gl (1—al-ba)
H I'(a;) H I'(a;)

=1

<.
[
<
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and

m j=1 j=1
G asb,2) = 37— I O F (a4 14 b, —b+ 14 by, (— 1))
=TT ras+ee-b) T e+ b
j=m+1 j=nt1

where we set h = (h,...,h) for any h € Q, see [7, 5.5]. The latter formula shows that G}}';" is a linear
combination (with transcendental constant coefficients) of some Siegel G-functions.

Remark 4.4.4. In the case p = v = 1, we have F(a,b,z) = 2F(a,1,b,x), the classical hypergeometric
function, and it is well known that equation (x) is a factor of a Picard-Fuchs equation [12]. For higher pu,
this is by no means obvious. However it remains that:

Proposition 4.4.5 (for u =v). F(a,b,x) satisfies some Picard—Fuchs differential equation.
Proof. According to remarks of 4.2, we have
F(Q7ba Jj) = ,;1 (QFI (aia 17b’i7x)) = Al/ (H 2F1 (a'i7 1a bi,-fi)) .
1=
i=1

By Corollary 3.3.3, it suffices to show that [[;_; 2F (a;, 1, b;, ;) satisfies a Picard—Fuchs differential

equation associated H, é};(Y/ Q(z)) for some proper smooth Y. Using Kiinneth formula in algebraic de
Rham cohomology, it is enough to prove this statement for v = 1. If b € N*| then o F(a, b, x) is algebraic
and the statement holds with u! = 0. If b ¢ N* we use Gauss relations between contiguous hypergeometric
series

(b—a—1)2F(a,1,b,2) + asFi(a+1,1,b,2) — (b—1)2F1(a,1,0—1,2) =0
bla — (b — a)x]2F1(a,1,b,2) + ab(l — z)oF1(a+ 1,1,b,2) + (b — 1)(b — a)z2 Fi(a,1,b+ 1,2) =0

in order to reduce ourselves to the case a > 0, 1 > b > 2. In this case, Euler’s integral representation
1
JFi(a1,b,2) = (b— 1)/ (1—1)2(1 — tz)=" dt
0

show that 2Fj(a,1,b, x) satisfies the Picard—Fuchs equation associated to the differential % over the
smooth completion of the curve

uN = (1 —t)EON( —gg)aN, N = den(a,b).

5 Counterexamples

In this paragraph, we gather some “pathological” examples to show that there is no link in general
between p and o. We shall show later that for solutions of linear homogeneous differential equations with
coefficients in Q(z), p and o are in contrast closely related. We also state that p and o are bad-behaved
under inversion of functions.

Appendix: calculus of factorials



Chapter 11

Geometric differential equations

1 Definition

2 Generalisation: modules with connection arising from algeb-
raic geometry

2.1 The functors R!fdIR

2.2 Finiteness properties

3 Solutions of geometric differential equations; algebraic struc-
ture

18



Part Two

G-functions and differential equations

19



Chapter III

Fuchsian differential systems: formal theory

1 Logarithmic singularities
2 The language of J-modules

3 Special changes of basis

4 Blow-up

5 Formal Frobenius and Christol functors

Appendix: a zero estimate

20



Chapter IV

Fuchsian differential systems: arithmetic the-
ory

1 Background of p-adic analysis
1.1

2 p-adic differential systems
3 Global radius of a d-module over K(x)
4 Size of a 0-module

5 G-operators (p(A) and o(A))

Appendix: outline of a theorem of Dwork—Robba

21



Chapter V

Local methods

1 Resolution of apparent singularities
Analytic Frobenius functor
Inversion of the Frobenius functor

Convergence of the uniform part

From p(A) to p(Y)

S Otk WN

From p(Y) to o(Y)

Appendix: the geometric situation

22



Chapter VI

Global methods

1 TIterating A
Nonvanishing of a crucial determinant

Hermite—Padé approximants

From o(y) to o(A)

Uk W N

Main theorem

23



Part Three

Diophantine questions

24



Chapter VII

Independence of values of G-functions

1 Introduction
Approximating forms
A method of Gelfond
Local dependence

Global dependence; Hasse’s principle

S Otk WN

Application to diophantine equations

Appendix: on Runge’s method

25



Chapter VIII

A criterium of rationality

1 Statement of the results

2 Approximating forms
3 A method of Gelfond

Appendix: the isogeny theorem, after Chudnovsky

26



Part Four

G-functions in arithmetic algebraic
geometry

27



Chapter IX

Towards Grothendieck’s conjecture on periods
of algebraic manifolds

1 Periods

2 Hodge cycles and period relations
3 Period relations: the relative case
4 Periods and G-functions

5 Conclusion

Appendix: special Mumford—Tate groups and absolute Hodge
cycles

28



Chapter X

Endomorphisms in the fibres of an abelian
pencil

1 Introduction: distribution of the exceptional fibres

2 Period relations on exceptional fibres

3 Constructing nontrivial global relations

4 Special points on Shimura varieties and other comments

Appendix: a new proof of the transcendence of =

29



Bibliography

(1]

3]
(4]
(5]
(6]

(10]

(1]

(12]

(13]
(14]
(15]

[16]
(17]

E. BOMBIERI. ‘On G-functions’. In: Recent progress in analytic number theory. Vol. 2. Academic Press, 1981,
pp. 1-67. Zbl: 0461.10031.

R. H. CAMERON and W. T. MARTIN. ‘Analytic continuation of diagonals and Hadamard compositions of
multiple power series’. In: Transactions of the American Mathematical Society 44.1 (1938), pp. 1-7. Zbl:
0019.07102

G. CHRISTOL. ‘Sur une opération analogue a I'opération de Cartier en caractéristique nulle’. In: Comptes
rendus de I’Académie des Sciences Série A 271 (1970), pp. 1-3. Zbl: 0194.34803.

G. CHRISTOL. ‘Diagonales de fractions rationnelles et équations de Picard—Fuchs’. In: Groupe de travail
d’analyse ultramétrique 12.1 (1985). Exposé no 13, pp. 1-12. Zbl: 0599.14009.

G. CHRISTOL. ‘Fonctions hypergéométriques bornées’. In: Groupe de travail d’analyse ultramétrique 14
(1987). Exposé no 8, pp. 1-16.

P. DELIGNE. ‘Théoréme de Lefschetz et criteres de dégénérescence de suites spectrales’. In: Publications
Mathématiques de UInstitut des Hautes Etudes Scientifiques 35 (1968), pp. 107-126. Zbl: 0159.22501.

A. ERDELYI, W. MAGNUS, F. OBERHEITTINGER and G. FRANCESCO. Higher transcendental functions. Vol. L
Bateman Manuscript Project. New York: McGraw—Hill Book Company, 1953. Zbl: 0051.30303.

M. FLIESS. ‘Sur divers produits de séries formelles’. In: Bulletin de la Société Mathématique de France 102
(1974), pp. 181-191. Zbl: 0313.13021.

H. FURSTENBERG. ‘Algebraic functions over finite fields’. In: Journal of Algebra 7 (1967), pp. 271-277. Zbl:
0175.03903.

A. I. GALOCKIN. ‘Estimates from below of polynomials in the values of analytic functions of a certain class’.
In: Mathematics of The USSR-Sbornik 24 (1974), pp. 385-407. Zbl: 0318.10023.

N. M. KaTz. ‘Nilpotent connections and the monodromy theorem: Applications of a result of Turrittin’.
In: Publications Mathématiques de UInstitut des Hautes Etudes Scientifiques 39 (1970), pp. 175-232. Zbl:
0221.14007.

N. M. KaTz. ‘Algebraic solutions of differential equations (p-curvature and the Hodge filtration)’. In:
Inventiones mathematicae 18 (1972), pp. 1-118. Zbl: 0278.14004.

S. LANG. Algebraic number theory. Reading, London, Sydney: Addison—Wesley, 1970. Zbl: 0211.38404.
S. LANG. Fundamentals of diophantine geometry. Springer-Verlag, 1983. Zbl: 0528.14013.

P. MoNsKY. ‘Finiteness of de Rham cohomology’. In: American Journal of Mathematics 94 (1972), pp. 237—
245. 7Zbl: 0241.14010.

J.-P. SERRE. Corps locauzx. Paris: Hermann, 1962. Zbl: 0137.02601.

C. L. SIEGEL. ‘Uber einige Anwendungen diophantischer Approximationen’. In: Abhandlungen der Preuss-
ischen Akademie der Wissenschaften. Physikalisch-mathematische Klasse 1929 Nr. 1. Also Gesammelte
Abhandlungen I, Springer-Verlag (1966), 209-266. 1929. Zbl: 56.0180.05.

30


https://zbmath.org/0461.10031
https://zbmath.org/0019.07102
https://zbmath.org/0194.34803
https://zbmath.org/0599.14009
https://zbmath.org/0159.22501
https://zbmath.org/0051.30303
https://zbmath.org/0313.13021
https://zbmath.org/0175.03903
https://zbmath.org/0318.10023
https://zbmath.org/0221.14007
https://zbmath.org/0278.14004
https://zbmath.org/0211.38404
https://zbmath.org/0528.14013
https://zbmath.org/0241.14010
https://zbmath.org/0137.02601
https://zbmath.org/56.0180.05

Index

31



Glossary of notations

32



	Logical dependence of the chapters
	Notations
	Introduction
	1 What are G-functions?
	I G-functions
	1 Heights and sizes
	1.1 Height of algebraic numbers lang85
	1.2 Height of polynomials
	1.3 Height of formal power series; G-functions
	1.4 Size of Laurent series

	2 Radii
	2.1 Local radii of convergence
	2.2 The global radius
	2.3 

	3 Several variables; diagonalisation
	3.1 
	3.2 Diagonalisation
	3.3 Geometric interpretation

	4 Examples
	4.1 Rational functions
	4.2 Diagonals of rational functions
	4.3 Polylogarithms
	4.4 Generalised hypergeometric functions

	5 Counterexamples
	Appendix: calculus of factorials

	II Geometric differential equations
	1 Definition
	2 Generalisation: modules with connection arising from algebraic geometry
	2.1 The functors RifdR
	2.2 Finiteness properties

	3 Solutions of geometric differential equations; algebraic structure


	2 G-functions and differential equations
	III Fuchsian differential systems: formal theory
	1 Logarithmic singularities
	2 The language of -modules
	3 Special changes of basis
	4 Blow-up
	5 Formal Frobenius and Christol functors
	Appendix: a zero estimate

	IV Fuchsian differential systems: arithmetic theory
	1 Background of p-adic analysis
	1.1 

	2 p-adic differential systems
	3 Global radius of a -module over K(x)
	4 Size of a -module
	5 G-operators (() and ())
	Appendix: outline of a theorem of Dwork–Robba

	V Local methods
	1 Resolution of apparent singularities
	2 Analytic Frobenius functor
	3 Inversion of the Frobenius functor
	4 Convergence of the uniform part
	5 From () to (Y)
	6 From (Y) to (Y)
	Appendix: the geometric situation

	VI Global methods
	1 Iterating 
	2 Nonvanishing of a crucial determinant
	3 Hermite–Padé approximants
	4 From (y) to ()
	5 Main theorem


	3 Diophantine questions
	VII Independence of values of G-functions
	1 Introduction
	2 Approximating forms
	3 A method of Gelfond
	4 Local dependence
	5 Global dependence; Hasse's principle
	6 Application to diophantine equations
	Appendix: on Runge's method

	VIII A criterium of rationality
	1 Statement of the results
	2 Approximating forms
	3 A method of Gelfond
	Appendix: the isogeny theorem, after Chudnovsky


	4 G-functions in arithmetic algebraic geometry
	IX Towards Grothendieck's conjecture on periods of algebraic manifolds
	1 Periods
	2 Hodge cycles and period relations
	3 Period relations: the relative case
	4 Periods and G-functions
	5 Conclusion
	Appendix: special Mumford–Tate groups and absolute Hodge cycles

	X Endomorphisms in the fibres of an abelian pencil
	1 Introduction: distribution of the exceptional fibres
	2 Period relations on exceptional fibres
	3 Constructing nontrivial global relations
	4 Special points on Shimura varieties and other comments
	Appendix: a new proof of the transcendence of 

	Bibliography
	Index
	Glossary of notations


